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Fig. 3.3. Sparsification by recursive skeletonization. Logarithmic interactions between N =
8192 points in the unit square are compressed to relative precision ε = 10−3 using a five-level
quadtree-based scheme. At each level, the surviving skeletons are shown, colored by block index, with
the total number of skeletons remaining given by Nl for compression level l = 0, . . . , 5, where l = 0
denotes the original uncompressed system.

step is global: that is, compressing the row or column space for each block requires
accessing all other blocks in that row or column. If no further knowledge of the matrix
is available, this is indeed necessary. However, as noted by [10, 21, 35, 37], this global
work can often be replaced by a local one, resulting in considerable savings.

A sufficient condition for this acceleration is that the matrix correspond to eval-
uating a potential field for which some form of Green’s identities hold. It is easiest
to present the main ideas in the context of Laplace’s equation. For this, consider
Figure 3.4, which depicts a set of sources in the plane. We assume that block index
i corresponds to the sources in the central square B. The ith off-diagonal block row
then corresponds to the interactions of all points outside B with all points inside
B. We can separate this into contributions from the near neighbors of B, which are
local, and the distant sources, which lie outside the near-neighbor domain, whose
boundary is denoted by Γ. But any field induced by the distant sources induces a
harmonic function inside Γ and can therefore be replicated by a charge density on Γ
itself. Thus, rather than using the detailed structure of the distant points, the row
(incoming) skeletons for B can be extracted by considering just the combination of
the near-neighbor sources and an artifical set of charges placed on Γ, which we refer to
as a proxy surface. Likewise, the column (outgoing) skeletons for B can be determined
by considering only the near neighbors and the proxy surface. If the potential field is
correct on the proxy surface, it will be correct at all more distant points (again via
some variant of Green’s theorem).

The interaction rank between Γ and B is constant (depending on the desired
precision) from standard multipole estimates [22, 23]. In summary, the number of
points required to discretize Γ is constant, and the dimension of the matrix to compress
against for the block corresponding to B is essentially just the number of points in
the physically neighboring blocks.


