
2 Preliminaries

In the remainder of this paper we adopt the following notation. For a positive integer N , the index set
t1, 2, . . . , Nu is denoted by rN s. We write matrices or matrix-valued functions in the sans serif font (e.g.,
A P CNˆN ) but make no such distinction for vectors (e.g., x P CN ). Given a vector or matrix, the norms }x}

or }A} refer to the standard Euclidean vector norm and corresponding induced matrix norm, respectively.
The math-calligraphic font is used to indicate index sets (e.g., I “ ti1, i2, . . . , iru with each ij a positive
integer) that we use to index blocks of a matrix (e.g., AIJ “ ApI,J q P C|I|ˆ|J |, using MATLAB R� notation).
Therefore, each index set has an implicit ordering, though we use the term “set” as opposed to “vector” to
avoid conflation. Because we are working with matrices discretizing integral equations, indices in an index
set are typically associated with points in Rd (e.g., Nyström or collocation points or centroids of elements).
As such, we will use the more general term “DOF sets” to refer to both the index set B and the corresponding
points txiuiPB in Rd. Finally, to denote ordered sets of positive integers that are not associated with points
in the domain nor used to index matrices we use the math-script font (e.g., L ).

2.1 Block-structured elimination

We begin with a brief review of block-structured elimination and its e�ciency, which is central to the
skeletonization algorithm.

Let A P CNˆN be an N ˆ N matrix and suppose rN s “ I Y J Y K is a partition of the index set of A
such that both AIK “ 0 and AKI “ 0, i.e., we have the block structure

A “

»

——–
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AKJ AKK

fi

��fl ,

up to permutation. Assuming that the block AII is invertible, the DOFs I can be decoupled as follows.
First, define the matrices L and U as
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——–
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��fl , U ”
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——–

I ´A´1
II

A
IJ

I

I

fi

��fl . (4)

with the same block partitioning as A. Then, applying these operators on the left and right of A yields

LAU “

»

——–

AII

SJJ AJK

AKJ AKK

fi

��fl , (5)

where SJJ “ AJJ ´ A
JI

A´1
II

A
IJ

is the only nonzero block of the resulting matrix that has been modified.
We say that SJJ is related to AJJ through a Schur complement update. Note that, while we choose here

to write block-elimination in its simplest form, in practice it can be numerically advantageous to work with
a factorization of AII as is done by Ho & Ying [22] as opposed to inverting the submatrix directly. Either
way, the cost of computing SJJ is Op|I|
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2.2 Compression via the interpolative decomposition

Another key linear algebra tool of which we will make heavy use is the interpolative decomposition [7].
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