
A2524 KENNETH L. HO AND LESLIE GREENGARD

Fig. 6.3. CPU times for solving Laplace’s equation in various cases using LAPACK/ATLAS
(LP), FMM/GMRES (FMM), and recursive skeletonization (RS) as a function of the system size
N . For LP and RS, the computation is split into two parts: precomputation (pc), for LP consisting
of matrix formation and factorization, and for RS of matrix compression and factorization; and
system solution (sv), consisting of matrix inverse application. The precision of the FMM and RS
was set at ε = 10−9 in 2D and ε = 10−6 in 3D. Dotted lines indicate extrapolated data.

Table 6.5
Numerical results for solving Laplace’s equation in 2D at precision ε = 10−9: N , uncompressed

matrix dimension; Kr, row skeleton dimension; Kc, column skeleton dimension; Tcm, matrix com-
pression time (s); Tlu, sparse matrix factorization time (s); Tsv, inverse application time (s); E,
relative error; M , required storage for compressed matrix inverse (MB).

N Kr Kc Tcm Tlu Tsv E M
1024 30 30 3.4E−2 2.5E−2 1.0E−3 9.0E−11 1.6E+0
2048 29 30 7.0E−2 5.1E−2 2.0E−3 9.0E−12 3.3E+0
4096 30 30 1.4E−1 9.8E−2 2.0E−3 8.3E−11 6.8E+0
8192 30 31 3.0E−1 2.1E−1 4.0E−3 1.6E−10 1.4E+1

16384 31 31 5.5E−1 4.5E−1 9.0E−3 5.5E−10 2.8E+1
32768 30 30 1.1E+0 8.5E−1 1.9E−2 4.9E−12 5.6E+1
65536 30 30 2.3E+0 1.8E+0 3.8E−2 1.1E−11 1.1E+2

131072 29 29 4.6E+0 3.7E+0 7.5E−2 8.5E−11 2.2E+2

however, that our solver is direct and possesses obvious advantages over FMM/GMRES,
as described in section 1; in particular, the algorithm is relatively insensitive to geo-
metric ill-conditioning. Indeed, the direct solver edged out FMM/
GMRES even at modest aspect ratios (for N = 8192 at ε = 10−12 with α = 8:
TRS = 0.76 s, TFMM = 0.98 s, nFMM = 15); for larger α, the effect was even more
pronounced (α = 512: TRS = 2.5 s, TFMM = 3.9 s, nFMM = 44). Furthermore,
the compressed inverse representation allows subsequent solves to be performed ex-
tremely rapidly; for instance, at N = 131072, the solve time was just Tsv = 0.07 s,
i.e., TFMM/Tsv ∼ 100. Thus, our algorithm is especially efficient in regimes where
Tsv dominates (see, e.g., [34]). Finally, we remark that although direct methods are
traditionally very memory-intensive, our algorithm appears quite manageable in this
regard: at N = 131072, the storage required for the compressed inverse was only 106
MB for ε = 10−3, 172 MB for ε = 10−6, and 222 MB for ε = 10−9.

In 3D, our solver has complexity O(N3/2). Hence, asymptotics dictate that it
must eventually lose. However, our results demonstrate that even up to N = 20480,
the solver remains surprisingly competitive. For example, at N = 20480, TRS = 409 s,
while TFMM = 131 s with nFMM = 3; at ε = 10−9, the difference is almost negligible:
TRS = 850 s, TFMM = 839 s, nFMM = 5. Thus, our algorithm remains a viable
alternative for medium-scale problems. It is important to note that the solve time


