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Fig. 4.1. The interaction rank between two adjacent blocks can be calculated by recursively
subdividing the source block (white) into well-separated subblocks with respect to the target (gray),
each of which has constant rank.

(i) The total matrix dimension is p1n1 = N , where n1 = O(1), so p1 ∼ N .
(ii) Each subdivision increases the number of blocks by a factor of roughly 2d,

so pl ∼ pl−1/2d ∼ p1/2d(l−1). In particular, pλ = O(1), so λ ∼ log2d N = (1/d) logN .
(iii) The total number of points at level l > 1 is equal to the total number of

skeletons at level l − 1, i.e., plnl = pl−1kl−1, so nl ∼ 2dkl−1.
Furthermore, we note that kl is on the order of the interaction rank between two

adjacent blocks at level l, which can be analyzed by recursive subdivision of the source
block to expose well-separated structures with respect to the target (Figure 4.1).
Assuming only that the interaction between a source subregion separated from a
target by a distance of at least its own size is of constant rank (to a fixed precision
ε), we have

kl ∼
log2d nl∑

l=1

2(d−1)l ∼
{
lognl if d = 1,

n1−1/d
l if d > 1,

where, clearly, nl ∼ (p1/pl)n1 ∼ 2d(l−1)n1, so

kl ∼
{
(l − 1) log 2 + logn1 if d = 1,

2(d−1)(l−1)n1−1/d
1 if d > 1.

4.1. Matrix compression. From section 2.2, the cost of computing a rank-k
ID of an m× n matrix is O(mn log k + k2n). We will only consider the case of proxy
compression, for which m = O(nl) for a block at level l, so the total cost is

(4.1) Tcm ∼
λ∑

l=1

pl
(
n2
l log kl + k2l nl

)
∼

{
N if d = 1,
N3(1−1/d) if d > 1.

4.2. Matrix-vector multiplication. The cost of applying D(l) is O(pln2
l ),

while that of applying L(l) or R(l) is O(plklnl). Combined with the O((pλkλ)2) cost
of applying S, the total cost is

(4.2) Tmv ∼
λ∑

l=1

plnl (kl + nl) + (pλkλ)
2 ∼






N if d = 1,
N logN if d = 2,
N2(1−1/d) if d > 2.

4.3. Matrix factorization and inverse application. We turn now to the
analysis of the cost of factorization using (3.4). At each level 1, the cost of constructing
D(1), L(1), andR(1) isO(p1n3

1); at the final level, the cost of constructing and inverting
S is O((pλkλ)3). Thus, the total cost is

Tlu ∼
λ∑

l=1

pln
3
l + (pλkλ)

3 ,

which has complexity (4.1).


