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We turn now to the specific case of EoR surveys with
the goal of extracting the 21 cm bias factor using only
cross-power spectra. For further specificity we suppose
that the two additional tracer lines are [C ii] and [O iii],
although little of the analysis that follows depends on
the choice of these two lines — any of the lines men-
tioned in Section 1 can be used instead of [C ii] or [O iii].
In this case, Equation 6 may be applied as
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i.e. assuming R21,C ii,O iii = 1.
We expect this approach to break down on small

scales. First, the three fields will be well-correlated (or
anti-correlated) only on large scales, with the 21 cm
field and the [C ii], [O iii] fields decorrelating on scales
smaller than the size of the ionized regions (Lidz et al.
2011). Second, we assume linear biasing which should
break down on scales where second-order bias terms be-
come significant (McQuinn & D’Aloisio 2018).

One caveat here is that we neglect redshift space dis-
tortions throughout. Including these e↵ects will make
the power spectra in Equation 7 angle-dependent. Al-
though these e↵ects are well studied in the case of the
21 cm auto-spectrum (e.g. Mao et al. 2012), an exten-
sion of our three cross-spectra method may be needed
to account for these distortions.

3. SIMULATIONS

In order to investigate the accuracy of Equation 7 we
turn to (186Mpc)3 radiative transfer simulations of the
EoR (McQuinn et al. 2007; McQuinn et al. 2007; Lidz
et al. 2008). In these calculations, radiative transfer is
post-processed onto a (1024)3 dark matter only simula-
tion run with GADGET-2 (Springel 2005). The dark mat-
ter simulation resolves halos only down to 1010 M�, how-
ever halos down to 108 M� are added manually in post-
processing with the correct statistical properties (Mc-
Quinn et al. 2007). Halos resolved directly in the simu-
lation (i.e. > 1010 M�) are identified with a Friends-of-
Friends algorithm with a linking length of 0.2.

In what follows, we adopt the abundant mini-halo
sink scenario (McQuinn et al. 2007; Lidz et al. 2008) as
our baseline reionization model. Although the detailed
model for photon sinks implemented in these simulations
may not be fully realistic, the smaller ionized regions in
“abundant sink” scenarios may, in fact, be more plausi-
ble than the other cases considered in this previous work
(McQuinn & D’Aloisio 2018). In any case, the accuracy
of our method does not depend strongly on the precise
reionization model assumed.

In order to model the [C ii] and [O iii] emission fluctu-
ations, we assume that the luminosity in each line is cor-
related with the host halo mass. Specifically, we adopt a
power-law average relation between line-luminosity and
halo mass:
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where M is the mass of the halo, hLii is the average
luminosity, and Li,0 is the luminosity at characteristic
mass M0. In order to account for scatter in this relation,
we add a random number so that each halo’s luminosity
is Li = hLii(1 + ✏) where ✏ is drawn from a zero-mean
lognormal distribution of width 0.4 dex.

In what follows we assume that each host halo in the
simulation hosts a [C ii] and [O iii] emitter. If only
a random fraction f of halos host active [C ii] and/or
[O iii] emitters while Li,0 is boosted to fix the average
specific-intensity in each line, this does not change the
21 cm-[C ii] or 21 cm-[O iii] cross-power spectra. This
represents the case that star-formation activity has a
short duty-cycle, yet the total star-formation rate den-
sity is fixed to the observed value. If the same random
fraction emit in both [C ii] and [O iii] this can boost
the cross-shot noise contribution to PC ii,O iii, but this is
highly sub-dominant on the scales of interest (k  0.4
Mpc�1) even for f = 10�2.

In order to estimate the specific intensity of the two
fields, we use nearest grid-point interpolation to esti-
mate the emissivity on a 5123 Cartesian grid, matching
the resolution of the density and 21 cm fields from Lidz
et al. (2008). Note that we can test the accuracy of
Equation 7 without specifying the numerical value of
Li,0 or M0 since they cancel in the ratio. The value of
↵i, on the other hand, controls which host-halos (and
galactic star-formation rates) produce most of the spe-
cific intensity in line i.5 If the value of ↵i is the same for
[C ii] and [O iii], then the two fields di↵er only by an
overall multiplicative factor and Equation 7 reduces to
a simple ratio between a single cross-spectrum and an
auto-spectrum.6

5 Note we assume that the minimum host halo mass of the [C ii]
and [O iii] emitters is 108M�, comparable to the atomic cooling
mass. The true minimum host mass of the emitters may, in fact,
be larger. However, note that the average specific intensity may
be fixed by the total star-formation rate density and the line-
luminosity star-formation rate correlation. Provided these quan-
tities are fixed, then the main impact of boosting the minimum
host halo mass will be to increase slightly the bias factors, bi, and
the signal strength. See e.g. (Lidz & Taylor 2016) for more details
regarding line-intensity fluctuation models.

6 This assumes, as we do here, that the scatter in the luminosity-
mass relation is perfectly correlated between [C ii] and [O iii] at
fixed ↵i.


